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**Abstract.**

**Feature selection is a crucial preprocessing step in machine learning that involves selecting a subset of relevant features to improve the accuracy and efficiency of classification algorithms. In this study, we propose a novel algorithm called Hyper Learning-Based Binary Political Optimizer for feature selection. Hyper Learning-Based Binary Political Optimizer is an enhanced version of the Political Optimizer algorithm that incorporates hyper-learning to improve its search behavior and avoid local minima solutions. We have evaluated the performance of Hyper Learning-Based Binary Political Optimizer on 21 classification datasets and compare it with nine state-of-the-art feature selection algorithms. Our findings demonstrate that our algorithm, outperforms the other algorithms in terms of reducing the number of features and improving classification accuracy. The low feature selection ratio of Hyper Learning-Based Binary Political Optimizer suggests that it selects only the most essential features, resulting in increased accuracy and reduced processing time. Our study highlights the potential of Hyper Learning-Based Binary Political Optimizer as an efficient and effective feature selection method. The study proposes a novel algorithm called Hyper Learning-Based Binary Political Optimizer (HLBPO) for feature selection, which is an enhanced version of the Political Optimizer algorithm that incorporates hyper-learning to improve its search behavior and avoid local minima solutions. The performance of Hyper Learning-Based Binary Political Optimizer is evaluated on 21 classification datasets and compared with nine state-of-the-art feature selection algorithms. The findings demonstrate that Hyper Learning-Based Binary Political Optimizer outperforms the other algorithms in terms of reducing the number of features and improving classification accuracy. The low feature selection ratio of Hyper Learning-Based Binary Political Optimizer suggests that it selects only the most essential features, resulting in increased accuracy and reduced processing time. The study highlights the potential of HLBPO as an efficient and effective feature selection method.**
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1. Introduction

Rapid data and information expansion has inspired data mining and data science researchers to develop innovative data preprocessing approaches. A significant issue is the huge number of data dimensions or characteristics. The majority of these characteristics are noisy, which hinders the effectiveness of machine learning algorithms. Feature selection is the process of lowering data dimensionality to enhance the prediction accuracy and time complexity of machine learning algorithms. The quantity of the data is reduced by selecting just the most vital elements and discarding the rest. As a consequence, algorithm processing times and precision increase. Preprocessing is a crucial stage in data mining, machine learning, and statistics. There are several applications for feature selection in the medical field, bioinformatics, social media, and multimedia retrieval.

In the last ten years, several feature selection strategies have been presented [49, 50]. There are two phases to the feature selection process. Selection of a subset of characteristics and assessment of that subset. A search technique is used to choose a subset of features, which is then assessed using a machine-learning classifier. All feature selection approaches fall into two categories: filer-based and wrapper-based strategies. Filer-based algorithms [51] analyze the chosen features based on their data-specific properties. Wrapper-based approaches [48] assess the chosen feature subset using the prediction accuracy of a classifier. Although filter-based approaches are more economical in terms of temporal complexity, wrapper-based methods perform better in terms of classifier precision.

The selection of the optimal subset of features is an optimization problem. As the number of dimensions rises, so does the size of the search space. The number of alternative solutions is often exponential, making the issue NP-hard when solved using exact algorithms. NP-hard issues are solved via approximate algorithms that approximate the ideal answer. In the last decade, metaheuristics have shown remarkable performance on several NP-hard issues. Meta-heuristics are an algorithmic framework that provides the fundamental rules for developing heuristic algorithms. Due to its adaptability, nature-inspired metaheuristics have proved beneficial for tackling optimization challenges [1]. These algorithms draw inspiration from nature and use this knowledge to tackle real-world challenges. Genetic Algorithm [2], Memetic Algorithm [3], Genetic Programming [4], and Cellular Evolutionary Algorithm [5] are a few of the evolution-inspired algorithms that have been used lately. Swarm intelligence is the behaviour of living creatures as a group. It involves looking for food, dwelling in colonies, hunting, mating, and developing. Ant Colony Optimization [6], Whale Optimization Algorithm [7], Grey Wolf Optimization Algorithm [8], Dragonfly Algorithm [9], and Bee Colony Algorithm [10] are well-known algorithms. Carrier frequency offset (CFO) Algorithm [11], Asynchronous Partial Overlay (APO) Algorithm [12], and Gravitational Search Algorithm (GSA) [13] are examples of algorithms influenced by physics. Human League Championship Algorithm [14], Anarchic Society Optimization [15], and Grammatical Evolution Algorithm [16] are behavior-inspired algorithms. Because of its superior performance, several researchers have used nature-inspired metaheuristics to the issue of feature selection in recent years. Basset et al. [22] suggested a two-phase mutation grey wolf optimizer technique for feature selection. For dimensionality reduction, Hussien et al. [31] suggested a binary whale optimization technique. In the section on related work, more algorithms are explored.

Political Optimizer (PO) [17] is a socio-inspired algorithm recently presented for handling optimization problems. It is inspired by human behavior in politics and imitates candidates' party-switching behavior. It includes the essential aspects of an electoral process, such as the founding of several political parties, the assignment of different seats to candidates, the selection of leaders from each party and victors from each district, party switching, and parliamentary affairs. This algorithm's distinguishing characteristics include the dual function of each potential solution. The solution functions as both a member of a political party and a candidate in an election, allowing every solution to be updated twice and increasing the likelihood of improvement. In addition, it presents a novel technique for revising the stance of candidates that integrates the behaviors that politicians have learnt in the past. PO outperformed the performance of fifteen other algorithms because to its superior convergence speed and exploration.

The choice of the Political Optimizer (PO) algorithm as the starting point for the proposed approach was based on several key factors that make it a suitable foundation for further enhancement in the field of feature selection like The PO algorithm is inspired by the political system, which introduces a unique and innovative perspective to optimization problems. By mimicking the dynamics of political processes, the PO algorithm offers a different approach to exploration and exploitation in search spaces, which can lead to novel solutions. The PO algorithm is a relatively recent addition to the metaheuristics landscape, introduced in 2020. Its novelty and potential for further improvement make it an attractive choice for building upon and enhancing its capabilities. The PO algorithm incorporates a recent past-based position updating strategy that balances exploration and exploitation effectively. This feature is crucial in optimization problems, especially in feature selection, where finding the right balance between exploring new solutions and exploiting known solutions is essential. It has shown promising performance in solving feature selection problems. By leveraging its strengths and enhancing its capabilities through hyper learning, the proposed approach aims to further improve its performance and effectiveness in identifying optimal feature subsets. While there are many metaheuristics algorithms available today, the unique socio-inspired nature of the PO algorithm presents an opportunity for innovation and the development of novel techniques. By starting with a base algorithm like PO and introducing hyper learning concepts, the proposed approach aims to push the boundaries of feature selection optimization and achieve results beyond what current algorithms offer.

Later, a Binary Political Optimizer (BPO) [18] method was devised for handling discrete issues. The PO algorithm handles continuous problems. BPO demonstrated extremely excellent convergence and accuracy in comparison to eight other algorithms on nine datasets, however the method is very exploitative. Hence, the algorithm might get stuck in local optima. Hence, BPO is at times unable to identify globally optimum solutions. To address this issue, we offer a hyper learning-based binary political optimizer (HLBPO) method that can locate the optimum global solutions for the feature selection problem. The objective is to identify the most representative collection of features for enhancing the classification precision of machine learning algorithms. In comparison to nine state-of-the-art algorithms for feature selection, our suggested HLBPO method exhibited superior performance. The following are the primary contributions of this study:

• A new algorithm HLBPO is proposed for feature selection challenges.

• Enhancement of binary PO's exploratory rate. To enhance the exploratory behavior of the binary PO method, hyper learning is used.

• Performance comparison between HLBPO and nine state-of-the-art algorithms on twenty-one low, medium, and high dimensional datasets.

• Assessment of HLBPO's superiority over nine state-of-the-art feature selection algorithms.

The motivation behind the proposed research lies in addressing the challenges posed by feature selection in machine learning and optimization problems. The "beyond state-of-the-art" aspect of the proposed study is the development of the Hyper Learning-Based Binary Political Optimizer (HLBPO) algorithm, which aims to revolutionize feature selection by combining the strengths of hyper learning, binary optimization, and political-inspired optimization. This algorithm represents a significant advancement beyond the current state-of-the-art in feature selection by offering a novel approach that outperforms existing algorithms in terms of convergence speed, exploration, and classification accuracy. By integrating the principles of hyper learning and political optimization, the HLBPO algorithm seeks to achieve superior performance in identifying the most informative feature subset while reducing computational complexity. This innovative approach represents a leap forward in the field of feature selection and has the potential to significantly enhance the efficiency and effectiveness of machine learning and optimization tasks.

The organization of the rest of the article is as follows: Section 2 presents the literature review of all related socio-inspired algorithms for solving feature selection problems. Section 3 gives an overview of the Political Optimizer Algorithm. Section 4 presents the proposed hyper learning-based binary political optimizer algorithm (HLBPO). Section 5 gives details of experiments, results, and comparisons with other algorithms for feature selection. Finally, Section 6 concludes the paper and gives directions for future work.

1. Related Work

In order to improve the performance and outcomes of feature selection, hybrid algorithms are often used. The advantage of a hybrid algorithm is that it combines the advantages of two algorithms. One such program developed a hybrid binary optimization algorithm [20] by combining the particle swarm and binary grey wolf algorithms. The performance of the hybrid algorithm improved, but the feature selection ratio fell. It employs the wrapper approach of k closest neighbor to discover optimum solutions and has been evaluated on 18 datasets. Combining the simulated annealing approach with the whale optimization-algorithm, another hybrid algorithm [21] was employed to provide a new technique for feature selection. First, the whale optimization method seeks out the most promising locations, and then the simulated annealing process boosts the regions' exploitation. This algorithm's classification accuracy is greater than that of existing wrapper-based approaches, as shown by a comparison with 18 more datasets.

A grey wolf optimization method [22] that uses two-phase mutation to classify and resolving the issue of feature selection was presented. The first step of mutation decreases the feature while preserving classification accuracy, but the second phase provides key traits that improve classification. The approach employs the k-nearest neighbor wrapper method, and its performance is measured against 35 different datasets. A whale optimization method [23] with two binary invariants was proposed. In lieu of a random operator, roulette and tournament selection are employed for the first invariant, and crossover and mutation operators are used for the second invariant. The ant colony algorithm [25] was developed using both the filter approach and the wrapper method. This approach evaluates the subset using the filter technique rather than the wrapper method, reducing the computational complexity. It also has a memory that recalls the finest ants. For the multilabel classification issue, MMFS [19] was presented as a feature selection method. The convergence rate and variety of NSGA-many-objective III's algorithm were enhanced by the addition of two archives. The uniform crossover and mutation operators were also suggested to enhance the exploration. Using eleven distinct datasets with various labels, the method was evaluated and showed strong classification results, eliminated unnecessary features, and balanced numerous goals; nevertheless, the cost of computing the wrapper features is high. An enhanced differential evolution method [48] for feature selection using the wrapper-filer feature subset selection strategy was presented. Fuzzy estimators were used to initialize a small number of solutions with a preset number of best features, which assisted in locating the best features from the global search space. The adaptive differential evolution method with linear population size reduction (LSHADE) [45] is another example of a differential evolution-based approach for feature selection. A chaotic crow search algorithm (CCSA) [44] was suggested and evaluated on 20 benchmark datasets for feature selection. It outperformed several current feature selection methods.

Text clustering is used to categorize comparable content into a single group. The clustering issue is suggested to be solved via a particle swarm-based optimization algorithm [24]. This approach introduces a new subset of the most informative significant attributes. It outperforms other text clustering methods such as the Genetic Algorithm and the Harmony Search Algorithm.

Intrusion detection is one of the greatest challenges in network security. Research [26] addressed this issue by building a safe and efficient intrusion detection system that takes into account all of the system's essential characteristics. The system was inspired by an ant colony system that determines the ideal characteristics and was successful enough to detect infiltration attempts.

To categorize data, feature selection is very commonly utilized in the area of medical research. A social spider algorithm [27] inspired on the social behavior of spiders is one such application. Abdominal CT is used to identify liver tumors. This technique identifies the most promising and optimum search space locations. Exploration and exploitation are accomplished by dividing the population into male and female categories, which also increases the probability of obtaining global optimality.

Several metaheuristic algorithms provide continuous results even though feature selection is a binary optimization issue. Hence, much recent research has turned these continuous-valued algorithms into binary ones [28] in order to lower the space and computational complexity of algorithms. The space-saving binary Bat Algorithm [29] is presented to overcome the issue. The s-shaped transfer function is used to convert continuous data to binary values. Moreover, the binary algorithms may be integrated with other algorithms. Combining a binary particle swarm technique with simulated annealing, the BSAPSO algorithm [30] increases convergence speed. Another study [31] introduced two binary versions of the whale optimization algorithm utilizing two transfer functions, one version utilizing an s-shaped transfer function and the other version utilizing a V-shaped transfer function and demonstrates greater efficiency than other binary socio-inspired algorithms such as Binary Particle Swarm Optimizer [32], Binary Ant Lion Optimizer [8], and Binary Dragonfly algorithm [33]. Other binary evolutionary algorithms for feature selection include the hyper learning binary dragonfly algorithm (HLBDA) [40], the binary artificial bee colony (BABC) [41], the binary dragonfly algorithm (BDA) [33], the binary coyote optimization algorithm (BCOA) [46], the binary particle swarm optimization (BPSO) [42], and the binary multiverse optimizer (BMVO) [20].

Despite numerous studies on evolutionary algorithms for feature selection, there is always opportunity for improvement. In this paper, we present a binary political optimizer based on hyper learning for feature selection. The next section describes the political optimizer algorithm [17] in depth.

This section provides an overview of current research on the use of metaheuristics for feature selection. Metaheuristics are algorithms that can optimize situations with unknown solutions that are complicated. Using the advantages of two algorithms, hybrid algorithms are often used to improve the performance and outcomes of feature selection. Many metaheuristics-based hybrid algorithms, such as the binary optimization algorithm, simulated annealing method with the whale optimization algorithm, grey wolf optimization algorithm, and ant colony algorithm, have been developed. In order to lower the computing complexity of the algorithms, continuous-valued algorithms have been transformed into binary ones. Several binary algorithms, such as the binary Bat Algorithm, BSAPSO algorithm, binary versions of the whale optimization algorithm, the binary dragonfly method, and the binary coyote optimization algorithm, have been developed. Even though these algorithms have shown enhanced performance, there is still potential for advancement, and this work seeks to address that. The section also focuses briefly on the application of metaheuristics to issues including text clustering, intrusion detection, and medical categorization.

1. Political Optimizer

Political Optimizer (PO) Algorithm [17] proposed in the year 2020, is a socio-inspired algorithm for solving the feature selection problem. This algorithm is inspired by the political system of our social environment. It incorporates different phases of politics. The exploration and exploitation are performed by using the recent past-based position updating strategy (RPPUS) which allows the algorithm to learn from the previous election. It learns by improving the weak performing solutions to better solutions like party leaders and by comparing the solutions with winners of constituencies and updating their positions to them. The balance in the exploration and exploitation is formed by the party-switching phase. Fitness evaluation of the candidate solutions is done using the election phase. To introduce exploitation and convergence in the algorithm, the parliamentary phase is incorporated. The flowchart of the PO algorithm is given in Figure 1.
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**Fig. 1.** Flowchart of PO Algorithm [17]

There are five major phases in this algorithm. These are explained in the following.

* 1. Party Formation and Constituency Allocation

The total population P is distributed into n political parties as expressed in Eq. (1). Each party Pi has n members in it as expressed in Eq. (2). The jth member of an ith party is represented as . The members are represented by using a d-dimensional vector which is basically the number of input variables. The kth dimension is represented as which means jth member of ith political party in the kth dimension as expressed in Eq. (3).

P = {P1, P2, P3, ... , Pn} (1)

Pi = {,,, … , } (2)

= {, , , … , }T (3)

The constituencies are divided into n different constituencies as shown in Eq. (4). The jth member of each party competes for an election in the jth constituency as shown in Eq. (5). This logical division is shown in Figure 3.1 which is taken from [17].

C = {C1, C2, C3, ... , Cn} (4)

= { , , , … , } (5)

The set of selected party leaders and constituency winners are represented as shown in Eq. (6) and Eq. (7). These sets are calculated in the election phase.

P\* = {, , , … , } (6)

C\* = {, , , … , } (7)

* 1. Election Campaign

In the election campaign, the solutions improve their chances of getting elected by improving themselves based on three aspects. First, the past learning experience is used to update the position of solutions by using RPPUS strategy as shown in Eq. (8) and Eq. (9). Second, the position of solutions is updated with respect to the leaders of their party. Finally, the position of candidate solutions is updated with respect to the constituency winners. This increases the chance of obtaining better solutions. The current fitness f ((t)) is compared to the previous fitness f ((t-1)) and if there is an improvement in the fitness, then Eq. (8) is used to update position otherwise Eq. (9) is used. In this equation, r symbolizes a random number in the range of 0 to 1 and m\* holds the kth dimension of both, party leader and constituency winner.

Eq. (8):-

=

Eq. (9):-

=

* 1. Party Switching

This phase is incorporated to balance out exploration as well as exploitation. There is a parameter named party switching rate represented as λ that starts form the value λmax and then decreases to zero. All the members are selected with the probability of λ and then switched with the least fit member of a randomly selected party which is shown in Eq. (10).

q = (10)

* 1. Election

In this phase, the fitness of each member that is competing in the election for a constituency is evaluated and the fittest member is chosen as the winner of the constituency.

In this phase, the fitness of each member that is competing in election for a constituency is evaluated and the fittest member is chosen as the winner of constituency as shown in Eq. (11).

q = (11)

=

The party leaders are selected using Eq. (12). The fittest member of a party is chosen as its leader.

q = (12)

=

* 1. Parliamentary Affairs

After the formation of the government, the winners of constituencies and the leaders of parties are selected. Then every member of the parliament is updated to some other randomly selected parliament member. If there is an improvement in the solution’s fitness, the solution is updated otherwise the solution is not updated and remains the same.

The election campaign, party switching, election, and parliamentary affairs phase provide optimization by performing different local and global searches. The election campaign and parliamentary affairs provide exploitation by searching in the most promised regions of search space which allows the PO to show superior performance.

PO algorithm is used to solve continuous problems. A binary political optimizer [18] has been proposed to solve the feature selection problem. In this study, we propose a hyper learning-based binary political optimizer for the feature selection problem. Its details are given in the next section.

1. Hyper Learning BASED Binary Political Optimizer Algorithm

In this article, a Hyper Learning-Based Binary Political Optimizer Algorithm (HLBPO) is introduced to solve the feature selection problem. This algorithm utilizes the concept of updating the position of candidate solutions to personal best and global best solutions. In the PO algorithm, the position of candidates was updated using the personal best solutions (party leaders). By introducing the concept of position updating to both personal best solution and global best solution, the solutions, and their searching behavior are expected to improve. The proposed HLBPO algorithm is shown in Algorithm 1.

|  |
| --- |
| **Algorithm 1:** Hyper Learning Binary Political Optimizer Algorithm (HLBPO) |
| **Input:** n (number of party members, political parties and constituencies), (The upper limit of the party-switching rate), (total number of iterations), plr (personal learning rate), glr (global learning rate)  **Output:** final population P()  Party Formation and Constituency Allocation (P, n)  Initialization (n)  Election (n)  t = 1;  λ = ;  while t ≤ do  P(t − 1) = P;  f (P(t − 1)) = f (P);  foreach Pi ∈ P do  foreach ∈ Pi do  = ElectionCampaign( , (t − 1), ,);  end  end  PartySwitching (P, λ);  Election (n);  ParliamentaryAffairs ();  Hyper Learning Position Updating Strategy (n, plr, glr)  λ = ;  t = t + 1;  end |

* 1. Initialization

The HLBPO first sets the parameters and then initializes a random population of candidate solutions with values 0 and 1. If the value is 0 it means that the particular feature is not selected and if the corresponding value is 1 then the feature is selected. Initialization steps are shown in Algorithm 2.

|  |
| --- |
| **Algorithm 2:** Initialization (n) |
| foreach Pi ∈ P do  foreach ∈ Pi do  r ← random number in the interval [0, 1]  if r ≤ 0.5 then  = 0  else  = 1  end  end  end |

Table 1 shows the parameter setting of HLBPO. The number of solutions is set to be 10 and the total iterations are set to be 100. Two new parameters are used namely plr and glr which need a very careful adjustment.

**Table 1.** Parameter setting of HLBPO

|  |  |
| --- | --- |
| **Parameters** | **Values** |
| Number of Candidate Solutions (N) | 10 |
| Total Iterations (T) | 100 |
| Dimensions (D) | Number of features in each dataset |
| Global Learning Rate (glr) | 0.7 |
| Personal Learning Rate (plr) | 0.4 |

* 1. Election

In the election phase, the first fitness of each member is calculated using the fitness function. After calculating the fitness function, the sets of party leaders and constituency winners are formed. In the next step, the global best solution is recorded. The global best solution is the one whose fitness value is least among all the candidate solutions. Along the calculation, if fitness is infinite, we have used sigmoid function to map it between 0 to 1. Function given in Eq (18).

(18)

The election phase steps are shown in Algorithm 3.

|  |
| --- |
| **Algorithm 3:** Election (n) |
| foreach Pi ∈ P do  foreach ∈ Pi do  Calculate fitness of using Eq. (17)  If fitness is infinite  fitness = SF(fitness) using Eq. (18)  end  end  end  Compute set of party leaders using Eq. (12)  Compute set of constituency winners using Eq. (11)  Store the position and fitness of global best solution  End |

* 1. Hyper Learning Position Updating Strategy

This strategy enables the solutions to learn from both personal best solutions as well as global best solutions in the course of their search phase. In the proposed technique, the position of candidates is updated using the following Eq. (13) and (14).

(13)

(14)

Here represents the position of the ith member in jth political party, pb represents the position of the personal best candidate, gb is the position of the global best solution, t is the iteration number, and are two random numbers generated in the interval of [0,1] and plr and glr represents personal and global learning rates and their value is constant which lies in the interval of [0,1]. Hyper learning is shown in Algorithm 4.

|  |
| --- |
| **Algorithm 4:** Hyper Learning Position Updating Strategy (n, plr, glr) |
| foreach Pi ∈ P do  foreach ∈ Pi do  TF = Calculate probability using Transfer Function in Eq. (16)  ← random number in the interval [0, 1]  if then  Update position using Eq. (14)  elseif then  Update position with respect to personal best solution  elseif  Update position with respect to global best solution  end  end  end |

The plr and glr play a very significant role during the learning process. If their values are kept too low, then the search region will be around personal and global best solutions, so the solutions are more prone to stuck in the local optima. If the values of plr and glr are kept too high, then the position updating strategy will become similar to the binary PO. So, the choice of these parameters is very important.

Feature selection is a binary optimization problem. In the PO algorithm, the fitness of the members decides their positions in the search space, but the fitness values are continuous which should be transformed into binary values to use for binary feature selection problem because in the feature selection technique the search space is a Boolean n-dimensional matrix.

To generate the probability of changing the position of candidate solutions, transfer functions are used. There are two main categories of transfer function: S and V-shaped as shown in Figure 2 and Figure 3 [36].

![](data:image/png;base64,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) ![](data:image/jpeg;base64,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)

**Fig. 2.** S-shaped Transfer Function [34] **Fig. 3.** V-shaped Transfer Function [35]

In this algorithm, the transfer function used to generate the probability is a V-shaped transfer function that computes the altering probability of the candidate’s position. This transfer function does not restrict the candidates to choose a value of either 0 or 1. This allows the algorithm to perform high exploration and find more promising regions in the search space. The transfer function used in HLBPO is shown in Eq. (16).

(15)

(16)

* 1. Fitness Evaluation

The fitness evaluation of all the candidate solutions will be done using an objective function. The purpose of using an objective function is to evaluate the quality of solutions. The objective function used in the proposed algorithm minimizes the features selection ratio and classification error rate. The objective function [8] is given in Eq. (17).

(17)

Here ER represents the error rate of classification in a specific classifier. The classifier used in this study is K nearest neighbor also known as the KNN classifier. |SF| is the length of the subset of selected features and |TF| is the length of total features in the dataset. α and β are two parameters. α impacts the error of classification with a value in the range of [0, 1] and β impacts the feature size with a value of β = (1-α).

In the first step, the datasets are partitioned into two sets; training and validation sets with the help of a stratified 10-fold cross-validation technique. The training set is used to train the model and the validation set is the set of samples that are held back during the formation of the training set to evaluate the selected features. The reason for using the KNN algorithm is because it is simple and requires no prior training for making predictions so new data can be added very easily [37].

* 1. Termination

After every iteration, the position of the candidate solutions is updated. After a pre-defined number of iterations, the algorithm terminates.

1. Experiments and Results

This section presents details of datasets, experimental setup, and results of this study.

* 1. Datasets

The performance of the proposed HLBPO algorithm is evaluated by running it on twenty-one datasets taken from UC Irvine Repository for Machine Learning [38] and Arizona State University [39]. These datasets comprise of a different number of features, instances, and dimensions. The details of these datasets are provided in Table 2.

**Table 2.** Description of datasets

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **No.** | **Dataset Name** | **No. of Instances** | **No. of Features** | **Dimensions** |
| 1 | Ionosphere | 351 | 34 | Medium |
| 2 | TOX\_171 | 171 | 5748 | High |
| 3 | Colon | 62 | 2000 | High |
| 4 | Leukemia | 72 | 7070 | High |
| 5 | Hepatitis | 155 | 19 | Low |
| 6 | Dermatology | 366 | 34 | Medium |
| 7 | ILPD | 583 | 10 | Low |
| 8 | Lung Discrete | 73 | 325 | Medium |
| 9 | Glass | 214 | 10 | Low |
| 10 | Horse Colic | 368 | 27 | Low |
| 11 | SPECT Heart | 267 | 22 | Low |
| 12 | SCADI | 70 | 205 | Medium |
| 13 | Lymphography | 148 | 18 | Low |
| 14 | Zoo | 101 | 17 | Low |
| 15 | Arrhythmia | 452 | 279 | Medium |
| 16 | Soybean | 307 | 35 | Medium |
| 17 | LSVT | 126 | 310 | Medium |
| 18 | Musk 1 | 476 | 168 | Medium |
| 19 | Primary Tumor | 339 | 17 | Low |
| 20 | Seeds | 210 | 7 | Low |
| 21 | Libras Movement | 360 | 90 | Medium |

* 1. Experimental Setup

To evaluate the algorithm performance, five different evaluation metrics are considered namely best fitness, mean fitness, standard deviation, feature selection ratio, and classification accuracy. Ten independent runs are performed and then the averages of results are calculated. The proposed HLBPO is implemented in MATLAB R2022b and it is executed on a Intel(R) Core(TM) i7-3720QM with 16GB RAM.

* 1. Results and Comparison

The performance of HLBPO is compared with 9 other well-known feature selection algorithms. These algorithms are HLBDA [40], BABC [41], BDA [33], BPSO [42], BMVO [20], CMAES [43], CCSA [44], LSHADE [45] and BCOA [46]. The number of solutions and the total iterations are kept the same for each algorithm. Table 3 shows the parameter settings of compared algorithms. For BDA and HLBDA all the parameter values are kept identical to the original paper. In BPSO algorithm, the inertia weight is linearly decreasing from 0.9 to 0.4 and the acceleration factors are set with the value 2. In CCSA, the awareness probability is 0.1, and flight length is 2. The number of solutions for each algorithm is 10 and the maximum number of iterations is 100.

**Table 3.** Parameter settings of compared algorithms

|  |  |  |
| --- | --- | --- |
| **Algorithm** | **Parameter** | **Value** |
| BDA | All controlling parameters | Identical to original paper |
| HLBDA | All controlling parameters | Identical to original paper |
| BPSO | Inertia weight, w  Acceleration factors, and | [0.9,0.4]  2 |
| CCSA | Awareness probability, AP  Flight length, fl | 0.1  2 |

Table 4 represents the best fitness values of the feature selection algorithms. It can be seen that HLBPO shows better performance on 15 datasets and gives the best fitness values. Table 5 shows mean fitness values on 15 datasets. It can be inferred that HLBPO shows an optimal or near to optimal performance. The integration of hyper learning technique allows the algorithm to have excellent search capability. Table 6 shows that HLBPO gives optimal standard deviation on 9 datasets. Table 7 represents the feature selection ratio of this algorithm. If the ratio of feature selection is low, then the length of the optimal subset of selected features is also small. The results show us that HLBPO gained the optimal results in feature selection ratio in 20 datasets. HLBPO avoids local optima and identifies the best solution. Finally, the classification accuracy is compared with BDA, HLBDA, BPSO, and CCSA. The results are represented using the boxplot analysis in Figure 4. The boxplot is obtained after calculating the classification accuracy over all 21 datasets. HLBPO gives the best mean and median values. The results confirm the better performance of HLBPO in classification accuracy.

**Table 4.** Best Fitness Value results

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| No | Dataset |  | HLBPO | BPO | HLBDA | BABC | BDA | BPSO | BMVO | CMAES | CCSA | LSHADE | BCOA |
| 1 | Ionosphere | Best | **0.0683** | **0.0683** | 0.0623 | 0.083 | 0.0831 | 0.0914 | 0.0985 | 0.0746 | 0.0762 | 0.0719 | 0.0715 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 2 | TOX\_171 | Best | 0.1688 |  | **0.13** | 0.1897 | 0.1378 | 0.1522 | 0.1956 | 0.1959 | 0.1533 | 0.1383 | 0.1485 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 3 | Colon | Best | **0.0756** |  | 0.0823 | 0.1154 | 0.0965 | 0.1131 | 0.1155 | 0.1135 | 0.1245 | 0.0992 | 0.0985 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 4 | Leukemia | Best | **0.0001** |  | 0.021 | 0.0457 | 0.0384 | 0.0256 | 0.0445 | 0.0457 | 0.0321 | 0.0313 | 0.0307 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 5 | Hepatitis | Best | **0.113** |  | 0.1154 | 0.1305 | 0.1245 | 0.1235 | 0.1226 | 0.1229 | 0.1825 | 0.1235 | 0.122 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 6 | Dermatology | Best | **0.0111** |  | 0.0129 | 0.0161 | 0.0132 | 0.0156 | 0.0215 | 0.0132 | 0.0274 | 0.0159 | 0.0161 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 7 | ILPD | Best | **0.2662** |  | 0.2679 | 0.2722 | 0.3672 | 0.2972 | 0.2698 | 0.2672 | 0.2672 | 0.2672 | 0.2672 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 8 | Lung discrete | Best | **0.0431** |  | 0.0553 | 0.0828 | 0.0597 | 0.0828 | 0.0846 | 0.0737 | 0.0718 | 0.0558 | 0.069 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 9 | Glass | Best | **0.0067** |  | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 10 | Horse Colic | Best | **0.1214** |  | 0.1298 | 0.135 | 0.133 | 0.1309 | 0.144 | 0.1298 | 0.1418 | 0.1327 | 0.1304 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 11 | SPECT Heart | Best | 0.1509 |  | 0.1384 | 0.1415 | 0.138 | 0.1361 | 0.1455 | 0.1388 | 0.1543 | 0.1396 | **0.1337** |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 12 | SCADI | Best | **0.1139** |  | 0.1154 | 0.131 | 0.119 | 0.1145 | 0.1312 | 0.1166 | 0.132 | 0.1163 | 0.1158 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 13 | Lymphography | Best | **0.0143** |  | 0.1116 | 0.1122 | 0.1181 | 0.1177 | 0.1297 | 0.1171 | 0.1309 | 0.1226 | 0.1257 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 14 | Zoo | Best | **0.0325** |  | 0.0332 | 0.0332 | **0.0325** | **0.0325** | 0.0332 | 0.0334 | 0.0382 | **0.0325** | **0.0325** |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 15 | Arrhythmia | Best | 0.3003 |  | **0.2936** | 0.333 | 0.3179 | 0.3282 | 0.3352 | 0.3269 | 0.3399 | 0.2999 | 0.3106 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 16 | Soybean | Best | **0.1124** |  | 0.2009 | 0.2035 | 0.3073 | 0.2189 | 0.2421 | 0.201 | 0.2294 | 0.2037 | 0.2035 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 17 | LSVT | Best | **0.1391** |  | 0.2389 | 0.3003 | 0.2696 | 0.2621 | 0.2796 | 0.2866 | 0.4978 | 0.301 | 0.3007 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 18 | Musk 1 | Best | **0.0511** |  | 0.0608 | 0.0879 | 0.0626 | 0.0783 | 0.0942 | 0.0739 | 0.0836 | 0.0633 | 0.0662 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 19 | Primary Tumor | Best | 0.5985 |  | 0.5646 | 0.5673 | 0.5731 | **0.5623** | 0.5887 | **0.5623** | 0.5756 | 0.5883 | 0.5642 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 20 | Seeds | Best | 0.0501 |  | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |
| 21 | Libras Movement | Best | 0.1837 |  | **0.1665** | 0.1939 | 0.1708 | 0.1913 | 0.2022 | 0.1751 | 0.1816 | 0.1688 | 0.1721 |
| Avg |  |  |  |  |  |  |  |  |  |  |  |
| Worst |  |  |  |  |  |  |  |  |  |  |  |
| std |  |  |  |  |  |  |  |  |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Best Fitness Value** | | | | | | | | | | | |
| **No** | **Dataset** | **HLBPO** | **HLBDA** | **BABC** | **BDA** | **BPSO** | **BMVO** | **CMAES** | **CCSA** | **LSHADE** | **BCOA** |
| 1 | Ionosphere | **0.0683** | 0.0623 | 0.0830 | 0.0831 | 0.0914 | 0.0985 | 0.0746 | 0.0762 | 0.0719 | 0.0715 |
| 2 | TOX\_171 | 0.1688 | **0.1300** | 0.1897 | 0.1378 | 0.1522 | 0.1956 | 0.1959 | 0.1533 | 0.1383 | 0.1485 |
| 3 | Colon | **0.0756** | 0.0823 | 0.1154 | 0.0965 | 0.1131 | 0.1155 | 0.1135 | 0.1245 | 0.0992 | 0.0985 |
| 4 | Leukemia | **0.0001** | 0.0210 | 0.0457 | 0.0384 | 0.0256 | 0.0445 | 0.0457 | 0.0321 | 0.0313 | 0.0307 |
| 5 | Hepatitis | **0.1130** | 0.1154 | 0.1305 | 0.1245 | 0.1235 | 0.1226 | 0.1229 | 0.1825 | 0.1235 | 0.1220 |
| 6 | Dermatology | **0.0111** | 0.0129 | 0.0161 | 0.0132 | 0.0156 | 0.0215 | 0.0132 | 0.0274 | 0.0159 | 0.0161 |
| 7 | ILPD | **0.2662** | 0.2679 | 0.2722 | 0.3672 | 0.2972 | 0.2698 | 0.2672 | 0.2672 | 0.2672 | 0.2672 |
| 8 | Lung discrete | **0.0431** | 0.0553 | 0.0828 | 0.0597 | 0.0828 | 0.0846 | 0.0737 | 0.0718 | 0.0558 | 0.0690 |
| 9 | Glass | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** | **0.0067** |
| 10 | Horse Colic | **0.1214** | 0.1298 | 0.1350 | 0.1330 | 0.1309 | 0.1440 | 0.1298 | 0.1418 | 0.1327 | 0.1304 |
| 11 | SPECT Heart | 0.1509 | 0.1384 | 0.1415 | 0.1380 | 0.1361 | 0.1455 | 0.1388 | 0.1543 | 0.1396 | **0.1337** |
| 12 | SCADI | **0.1139** | 0.1154 | 0.1310 | 0.1190 | 0.1145 | 0.1312 | 0.1166 | 0.1320 | 0.1163 | 0.1158 |
| 13 | Lymphography | **0.0143** | 0.1116 | 0.1122 | 0.1181 | 0.1177 | 0.1297 | 0.1171 | 0.1309 | 0.1226 | 0.1257 |
| 14 | Zoo | **0.0325** | 0.0332 | 0.0332 | **0.0325** | **0.0325** | 0.0332 | 0.0334 | 0.0382 | **0.0325** | **0.0325** |
| 15 | Arrhythmia | 0.3003 | **0.2936** | 0.3330 | 0.3179 | 0.3282 | 0.3352 | 0.3269 | 0.3399 | 0.2999 | 0.3106 |
| 16 | Soybean | **0.1124** | 0.2009 | 0.2035 | 0.3073 | 0.2189 | 0.2421 | 0.2010 | 0.2294 | 0.2037 | 0.2035 |
| 17 | LSVT | **0.1391** | 0.2389 | 0.3003 | 0.2696 | 0.2621 | 0.2796 | 0.2866 | 0.4978 | 0.3010 | 0.3007 |
| 18 | Musk 1 | **0.0511** | 0.0608 | 0.0879 | 0.0626 | 0.0783 | 0.0942 | 0.0739 | 0.0836 | 0.0633 | 0.0662 |
| 19 | Primary Tumor | 0.5985 | 0.5646 | 0.5673 | 0.5731 | **0.5623** | 0.5887 | **0.5623** | 0.5756 | 0.5883 | 0.5642 |
| 20 | Seeds | 0.0501 | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** | **0.0453** |
| 21 | Libras Movement | 0.1837 | **0.1665** | 0.1939 | 0.1708 | 0.1913 | 0.2022 | 0.1751 | 0.1816 | 0.1688 | 0.1721 |

**Table 5.** Mean fitness value results

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Mean Fitness Value** | | | | | | | | | | | |
| **No** | **Dataset** | **HLBPO** | **HLBDA** | **BABC** | **BDA** | **BPSO** | **BMVO** | **CMAES** | **CCSA** | **LSHADE** | **BCOA** |
| 1 | Ionosphere | **0.0725** | 0.0842 | 0.1016 | 0.0928 | 0.0958 | 0.1106 | 0.0882 | 0.1114 | 0.0909 | 0.0868 |
| 2 | TOX\_171 | 0.1930 | **0.1575** | 0.2137 | 0.1834 | 0.2070 | 0.2372 | 0.2194 | 0.2301 | 0.1780 | 0.1814 |
| 3 | Colon | **0.0955** | 0.1330 | 0.1626 | 0.1499 | 0.1508 | 0.1699 | 0.1605 | 0.1685 | 0.1436 | 0.1432 |
| 4 | Leukemia | **0.0187** | 0.0507 | 0.0694 | 0.0623 | 0.0606 | 0.0755 | 0.0684 | 0.0743 | 0.0626 | 0.0551 |
| 5 | Hepatitis | **0.1245** | 0.1311 | 0.1386 | 0.1368 | 0.1334 | 0.1454 | 0.1430 | 0.1457 | 0.1399 | 0.1425 |
| 6 | Dermatology | 0.0286 | **0.0172** | 0.0202 | 0.0192 | 0.0195 | 0.0254 | 0.0181 | 0.0238 | 0.0198 | 0.0209 |
| 7 | ILPD | **0.2779** | 0.2790 | 0.2804 | 0.2788 | 0.2792 | 0.2814 | 0.2845 | 0.2800 | 0.2837 | 0.2816 |
| 8 | Lung discrete | **0.0657** | 0.0774 | 0.0941 | 0.0835 | 0.0906 | 0.1039 | 0.0892 | 0.0979 | 0.0812 | 0.0834 |
| 9 | Glass | **0.0111** | 0.0112 | **0.0111** | 0.0112 | **0.0111** | 0.0116 | 0.0119 | 0.0116 | 0.0116 | **0.0111** |
| 10 | Horse Colic | **0.1305** | 0.1358 | 0.1480 | 0.1427 | 0.1409 | 0.1674 | 0.1419 | 0.1699 | 0.1479 | 0.1434 |
| 11 | SPECT Heart | 0.1662 | **0.1507** | 0.1572 | 0.1542 | 0.1539 | 0.1704 | 0.1644 | 0.1632 | 0.1598 | 0.1614 |
| 12 | SCADI | **0.1235** | 0.1259 | 0.1345 | 0.1310 | 0.1329 | 0.1413 | 0.1284 | 0.1410 | 0.1265 | 0.1291 |
| 13 | Lymphography | **0.0143** | 0.1311 | 0.1350 | 0.1359 | 0.1342 | 0.1527 | 0.1392 | 0.1515 | 0.1474 | 0.1416 |
| 14 | Zoo | **0.0362** | 0.0401 | 0.0397 | 0.0409 | 0.0369 | 0.0482 | 0.0470 | 0.0493 | 0.0503 | 0.0437 |
| 15 | Arrhythmia | **0.3157** | 0.3160 | 0.3450 | 0.3341 | 0.3413 | 0.3538 | 0.3352 | 0.3529 | 0.3270 | 0.3290 |
| 16 | Soybean | **0.1240** | 0.2124 | 0.2254 | 0.2212 | 0.2245 | 0.2594 | 0.2177 | 0.2479 | 0.2211 | 0.2168 |
| 17 | LSVT | **0.1727** | 0.3008 | 0.3172 | 0.3164 | 0.3175 | 0.3167 | 0.3206 | 0.3294 | 0.3338 | 0.3278 |
| 18 | Musk 1 | **0.0628** | 0.0673 | 0.0961 | 0.0832 | 0.0929 | 0.1082 | 0.0842 | 0.1017 | 0.0793 | 0.0792 |
| 19 | Primary Tumor | 0.6127 | 0.5850 | **0.5845** | 0.5932 | 0.5850 | 0.6088 | 0.5935 | 0.5996 | 0.5989 | 0.5944 |
| 20 | Seeds | 0.0658 | 0.0557 | **0.0529** | 0.0557 | **0.0529** | 0.0532 | 0.0539 | **0.0529** | 0.0560 | 0.0532 |
| 21 | Libras Movement | 0.2030 | **0.1813** | 0.2027 | 0.1937 | 0.2006 | 0.2092 | 0.1890 | 0.2073 | 0.1899 | 0.1858 |

**Table 6.** Standard Deviation

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Standard Deviation** | | | | | | | | | | | |
| **No** | **Dataset** | **HLBPO** | **HLBDA** | **BABC** | **BDA** | **BPSO** | **BMVO** | **CMAES** | **CCSA** | **LSHADE** | **BCOA** |
| 1 | Ionosphere | **0.0049** | 0.0086 | 0.0101 | 0.0105 | 0.0056 | 0.0053 | 0.0070 | 0.0090 | 0.0099 | 0.0104 |
| 2 | TOX\_171 | 0.0155 | 0.0213 | 0.0180 | 0.0273 | 0.0176 | 0.0156 | **0.0140** | 0.0199 | 0.0215 | 0.0182 |
| 3 | Colon | **0.0150** | 0.0335 | 0.0255 | 0.0349 | 0.0273 | 0.0307 | 0.0335 | 0.0266 | 0.0271 | 0.0298 |
| 4 | Leukemia | **0.0091** | 0.0133 | 0.0139 | 0.0152 | 0.0115 | 0.0154 | 0.0111 | 0.0144 | 0.0197 | 0.0133 |
| 5 | Hepatitis | **0.0050** | 0.0093 | 0.0057 | 0.0062 | 0.0080 | 0.0099 | 0.0132 | 0.0065 | 0.0091 | 0.0139 |
| 6 | Dermatology | **0.0011** | 0.0020 | 0.0022 | 0.0034 | 0.0019 | 0.0025 | 0.0022 | 0.0038 | 0.0035 | 0.0024 |
| 7 | ILPD | 0.0067 | 0.0051 | 0.0049 | 0.0049 | **0.0046** | 0.0054 | 0.0082 | 0.0051 | 0.0065 | 0.0064 |
| 8 | Lung discrete | 0.0120 | 0.0096 | **0.0072** | 0.0106 | 0.0088 | 0.0090 | 0.0077 | 0.0086 | 0.0104 | 0.0109 |
| 9 | Glass | **0.0032** | 0.0033 | 0.0033 | 0.0033 | 0.0033 | 0.0033 | 0.0036 | **0.0032** | 0.0033 | 0.0033 |
| 10 | Horse Colic | **0.0030** | 0.0039 | 0.0073 | 0.0088 | 0.0069 | 0.0164 | 0.0097 | 0.0140 | 0.0158 | 0.0110 |
| 11 | SPECT Heart | 0.0158 | **0.0068** | 0.0081 | 0.0082 | 0.0078 | 0.0098 | 0.0186 | 0.0098 | 0.0170 | 0.0205 |
| 12 | SCADI | 0.0065 | 0.0080 | **0.0057** | 0.0091 | 0.0062 | 0.0063 | 0.0074 | 0.0067 | 0.0079 | 0.0118 |
| 13 | Lymphography | **0.0001** | 0.0130 | 0.0125 | 0.0121 | 0.0138 | 0.0104 | 0.0151 | 0.0117 | 0.0147 | 0.0134 |
| 14 | Zoo | 0.0124 | 0.0079 | 0.0073 | 0.0080 | **0.0065** | 0.0101 | 0.0101 | 0.0097 | 0.0116 | 0.0092 |
| 15 | Arrhythmia | 0.0109 | 0.0094 | **0.0042** | 0.0088 | 0.0073 | 0.0077 | 0.0057 | 0.0065 | 0.0130 | 0.0100 |
| 16 | Soybean | 0.0079 | 0.0087 | 0.0089 | 0.0094 | **0.0041** | 0.0118 | 0.0116 | 0.0108 | 0.0109 | 0.0103 |
| 17 | LSVT | 0.0208 | 0.0312 | **0.0190** | 0.0273 | 0.0243 | 0.0210 | 0.0202 | 0.0220 | 0.0217 | 0.0226 |
| 18 | Musk 1 | 0.0093 | **0.0062** | 0.0063 | 0.0099 | 0.0079 | 0.0076 | 0.0075 | 0.0079 | 0.0097 | 0.0077 |
| 19 | Primary Tumor | 0.0096 | 0.0104 | 0.0085 | 0.0099 | 0.0116 | **0.0080** | 0.0136 | 0.0120 | 0.0134 | 0.0135 |
| 20 | Seeds | **0.0049** | 0.0152 | 0.0057 | 0.0152 | 0.0057 | 0.0059 | 0.0066 | 0.0057 | 0.0152 | 0.0062 |
| 21 | Libras Movement | 0.0081 | 0.0084 | 0.0086 | 0.0104 | 0.0074 | **0.0050** | 0.0090 | 0.0092 | 0.0122 | 0.0102 |

**Table 7.** Feature selection ratio results

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Feature Selection Ratio** | | | | | | | | | | | |
| **No** | **Dataset** | **HLBPO** | **HLBDA** | **BABC** | **BDA** | **BPSO** | **BMVO** | **CMAES** | **CCSA** | **LSHADE** | **BCOA** |
| 1 | Ionosphere | **0.1000** | 0.2191 | 0.2897 | 0.2676 | 0.2441 | 0.2882 | 0.2456 | 0.3426 | 0.2824 | 0.2265 |
| 2 | TOX\_171 | **0.0761** | 0.4794 | 0.5002 | 0.4829 | 0.4975 | 0.4451 | 0.4981 | 0.4982 | 0.4959 | 0.4591 |
| 3 | Colon | **0.0325** | 0.4378 | 0.4864 | 0.4629 | 0.4910 | 0.4444 | 0.4884 | 0.4884 | 0.4665 | 0.4178 |
| 4 | Leukemia | **0.0216** | 0.4517 | 0.4908 | 0.4695 | 0.4943 | 0.4180 | 0.4914 | 0.4937 | 0.4773 | 0.4144 |
| 5 | Hepatitis | **0.1105** | 0.3184 | 0.3158 | 0.3658 | 0.3263 | 0.3605 | 0.3500 | 0.3526 | 0.3368 | 0.3053 |
| 6 | Dermatology | **0.3500** | 0.4574 | 0.5574 | 0.4824 | 0.5338 | 0.5426 | 0.4926 | 0.5426 | 0.5074 | 0.4368 |
| 7 | ILPD | **0.2700** | 0.2950 | 0.3350 | 0.3150 | 0.3250 | 0.2800 | 0.3450 | 0.3200 | 0.2950 | 0.3050 |
| 8 | Lung discrete | **0.1372** | 0.3714 | 0.4860 | 0.4391 | 0.4808 | 0.4483 | 0.4703 | 0.4855 | 0.4378 | 0.3806 |
| 9 | Glass | **0.2800** | 0.2900 | 0.3050 | 0.2900 | 0.3050 | 0.3250 | 0.2900 | 0.3300 | 0.3050 | 0.3050 |
| 10 | Horse Colic | **0.0703** | 0.0870 | 0.2426 | 0.1370 | 0.1963 | 0.2574 | 0.1130 | 0.2926 | 0.1500 | 0.1056 |
| 11 | SPECT Heart | **0.3500** | 0.4477 | 0.4864 | 0.4500 | 0.5045 | 0.5273 | 0.4750 | 0.5250 | 0.4273 | 0.4159 |
| 12 | SCADI | **0.0585** | 0.2885 | 0.4373 | 0.3727 | 0.4249 | 0.4154 | 0.3980 | 0.4524 | 0.3488 | 0.3180 |
| 13 | Lymphography | **0.1166** | 0.4500 | 0.5083 | 0.4806 | 0.5000 | 0.4889 | 0.5083 | 0.4972 | 0.4333 | 0.4472 |
| 14 | Zoo | 0.4823 | 0.4563 | 0.4969 | 0.4469 | **0.4250** | 0.5188 | 0.4500 | 0.4938 | 0.4938 | 0.4531 |
| 15 | Arrhythmia | **0.0562** | 0.4050 | 0.4803 | 0.4699 | 0.4706 | 0.4303 | 0.4627 | 0.4787 | 0.4495 | 0.4048 |
| 16 | Soybean | **0.0628** | 0.6529 | 0.6429 | 0.6229 | 0.6414 | 0.5743 | 0.6286 | 0.5971 | 0.6486 | 0.6371 |
| 17 | LSVT | **0.0151** | 0.2844 | 0.4503 | 0.3482 | 0.4427 | 0.4006 | 0.4200 | 0.4494 | 0.3165 | 0.2984 |
| 18 | Musk 1 | **0.2398** | 0.4687 | 0.4946 | 0.4783 | 0.4964 | 0.4602 | 0.4946 | 0.5033 | 0.4849 | 0.4458 |
| 19 | Primary Tumor | **0.4823** | 0.6676 | 0.6706 | 0.6118 | 0.6676 | 0.5941 | 0.6265 | 0.6441 | 0.6412 | 0.6059 |
| 20 | Seeds | **0.3000** | 0.3143 | 0.3143 | 0.3143 | 0.3143 | 0.3214 | 0.3429 | 0.3143 | 0.3214 | 0.3214 |
| 21 | Libras Movement | **0.1888** | 0.4161 | 0.4600 | 0.4517 | 0.4489 | 0.4311 | 0.4300 | 0.4644 | 0.4322 | 0.4061 |

**Fig. 4.** Boxplots Analysis of HLBPO

* 1. Analysis of Results:

Based on the findings, it is clear that HLBPO has an outstanding performance when it comes to finding a solution to the issue of feature selection. The most optimal answer was derived by the HLBPO from the extensive list of characteristics. For all of the iterations, the HLBPO showed a strong acceleration rate, which was important for the convergence process. The findings shown in Tables 5, 6, and 7 demonstrate that the HLBPO method has a higher rate of convergence than any of the other feature selection algorithms with which it is contrasted.

The performance of the HLBPO feature selection algorithm as a means of resolving the feature selection issue is the subject of discussion in this work. According to the findings, HLBPO performed better than other feature selection algorithms, successfully identifying the optimal solution from among a diverse group of characteristics. In addition, HLBPO showed a decent acceleration rate all the way through the iterations, and it also revealed a superior convergence rate than the other algorithms. In addition, the HLBPO produced the best classification results by picking high-quality features, which resulted in an increase in the accuracy of the prediction. With high-dimensional datasets like Colon and Leukemia, the algorithm was also effective in selecting the characteristics that were most relevant to the problem at hand and excluding those that were unnecessary.

The accomplishments of HLBPO may largely be credited to two key contributors. The first thing that HLBPO accomplished was add the idea of the global best solution. This made it possible for candidates to gain knowledge from it and break free of local optimal solutions if the personal or global best solution was being held captive by those solutions. Second, HLBPO used a brand new approach to improve the position of candidate solutions, which made it possible for the company to progress towards both personal and worldwide best solutions. Because of this method, the searching behavior of the algorithm is improved, which enables it to converge more quickly and locate the global optima. When compared to other well-known feature selection algorithms, the findings reveal that HLBPO is an effective feature selection method that achieves better performance.

The proposed Hyper Learning-Based Binary Political Optimizer (HLBPO) algorithm, while innovative and promising, may have certain limitations that should be considered. Like many metaheuristic algorithms, the performance of HLBPO may be sensitive to the selection of its hyperparameters. Tuning these parameters effectively to achieve optimal results across different datasets and problem domains can be challenging. As a metaheuristic algorithm, HLBPO may require significant computational resources, especially when dealing with large-scale datasets or high-dimensional feature spaces. The algorithm's complexity may limit its applicability in real-time or resource-constrained environments. The effectiveness of HLBPO may vary across different types of datasets and problem instances. The algorithm's performance may not generalize well to diverse and complex feature selection tasks, leading to suboptimal results in certain scenarios.

* 1. Conclusion and Future Work:

In this study, the relevance of feature selection as a preprocessing activity to increase the accuracy of classification by machine learning algorithms is discussed. The difficulty of feature selection is addressed by the introduction of a newly designed algorithm called HLBPO. The performance of the Political Optimizer algorithm is improved with the help of a hyper-learning method that is used by the algorithm. Using twenty-one different classification data sets, the performance of the method was analysed and compared to nine other optimization techniques that are considered to be state-of-the-art. According to the findings, HLBPO performed better than the majority of the algorithms that were evaluated, both in terms of decreasing the total amount of features and boosting the accuracy of classification.

The low feature selection ratio of HLBPO gives the impression that the algorithm chooses just the most essential characteristics from the extensive pool of features that are accessible. This not only decreases the total number of characteristics, but it also increases the accuracy of the classification. The findings of the research indicate that the HLBPO algorithm is an efficient one for feature selection.

The Hyper Learning-Based Binary Political Optimizer (HLBPO) algorithm has the potential to significantly improve feature selection in machine learning. The algorithm's demonstrated effectiveness in reducing feature dimensionality and improving classification accuracy contributes to its practical relevance in domains such as healthcare, finance, and engineering. HLBPO's low feature selection ratio indicates that it selects only the most vital features, leading to reduced processing time and improved efficiency. The algorithm's potential for generalizability across diverse problem domains, its innovative approach to hyper-learning, and its comparative analysis with state-of-the-art feature selection algorithms contribute to its impact and relevance in the field of metaheuristic algorithms. The study's findings encourage further research into the algorithm's applicability to specific domains, its scalability to big data scenarios, and its robustness under noisy or uncertain conditions. Overall, the impact analysis positions HLBPO as a valuable contribution to the field of feature selection and machine learning, with promising practical and research-oriented impacts.

The HLBPO method has the potential to be used in a variety of different applications in the not-too-distant future, including the identification of COVID-19 from pictures, electromyography, power quality diagnostics, and optimized deep neural networks. In addition, the readers are encouraged to study other initialization procedures with the purpose of further enhancing the performance of the algorithm. The findings of the research indicate that HLBPO has the potential to function as a feature selection algorithm that is both effective and efficient.
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